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Introduction

The design and implementationof the SCDS is a
relativelycomplex problem involvinga nine-computer
network coupled with a unique color graphics control
console system, 50 local control minicomputers,and
the usual array of drives, printers,magnetic tapes,. etc. Four million bytes of data are to be collected
on each MFTF cycle with a repetition rate of five
minutes per shot, and the associated data processing
and storing load is a major concern.

Crude paper studieswere made initially to try
to size the various componentsof the system and
various configurationswere proposed and analyzed
prior to the solicitationfor the computer system.
However, once the hardwarewas purchased and a
preliminary software design was completed, it
became essential and feasible to do an analysis of
the system to considerablygreater depth in order
to identifvbottlenecks and other svstem uroblems
and to ver;fy those parts of the de;ign tkat met
the MFIT requirements.

The SimulationLanguage

Although several simulation languages are
avail ble at LLL, the one best fitting our needs

9ASPOL , a process-orientedsimulation language
based partiall on SOL.839 The language has a

{strono PASCAL1 flavor with a FORTRAN aftertaste

is

for r~asons which will become clear in the section
on the ASPOL system.

The language contains several constructs
facilitating simulationof systems such as SCDS:

1.

2.

3.

,

4.
,

Facilitieswhich can be reserved, held for a
period of time, and then released. (Exam les

!of Facilities are central processors (CPU and
disks.)

Storages which can be given a size and then are
allocated and deallocatedas required by the
simulation. (An example of a storage is the
SCDS shared memory.)

Processeswhich can be initiated and which then
perform sane task in the simulation. (An
example of a process in SCDS is TICK, which is
initiated once per simulation-secondper CPU
and updates the clock display on the console.)

Events which can be consideredprocess
=Onizers. An event can be set by one
p;ocess and if anotherprocess is wailing on
that event, the waiting process will then
coo;nue and the event will be automatically

. (An example of an event is SHOOT. At
the beginning of an MFTF shot a number of
processes are initiatedto prepare for the
shot. When they complete their functions,they
wait for the SHOOT event which signals the
firing of the neutral beam system. When SHOOT
is set, they then all proceed into the data
collection and storage cycle.)
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Additionally,the language has a number of
built-in random function generatorswith various
cotmnondistributionsfor easily including statisti-
cal variations in model activities. Also, the
language has a number of statistics-collecting
features which allow easy output in a standard form
of distributionsoccurring within the operation
being simulated.

Naturally,the languagehas the usual computa-
tional, logical, input-output,and file-handling
features found in most computer languages, but it
also has a macro feature which is extremely useful,
since subroutines in the languagemay not make use
of many of the simulation statements.

The

;:
3.
4.
5.

The ASPOL System

ASPOL system is composed of the following:
ASPOL-to-FORTRANtranslator.
FORTRAN compiler.
Error-monitoringand trace subroutines.
Input/outputsystem.
Library.

In order to minimize the translationeffort,
many FORTRAN constructs are used in the language.
However it is possible to write GOTO-free code in
ASPOL. Unfortunately,the object code cannot be
saved after compilation,hence, translation and
compilation (no small task) must occur for each run
if interventionis required between runs.

A number of features are included by the
system for handling facilities storages,processes
and events. When multiple processes,request a
facility, or when more storage is requested than is
available,the system will queue the requests and
process them in FIFO order. (Tracesof the code
have indicatedthat this is violated occasionally.)
Further, a priority system is availablewhich
allows preemptionof facilitieswith creation of
multiple queues for the various priorities,etc.
Statisticson these queues, as well as durationsof
facilitiesuse are collected automaticallyand
listed at terminationtime.

A process, unlike a subroutine,may have
multiple copies running simultaneously,each with
its own set of local variables. (“Simultaneously”
here means that the simulationclock does not
advance during execution.) Every time a process is
initiatedby another process, a new copy is
created, and the system handles all details of
keeping the variable sets separate and storing the
locationsof those instructionswhich cause a
process to temporarilysuspend execution. (A
process terminatesonly when it encounters an END
statement and it is true terminationwithout a
RETURN type operation.) The system will also
reinitiatethe suspended process when the cause of
suspension is removed, e.g. a facility becomes
availableand can be assigned to the process, an
event occurs for which the process was waiting, or
the time specified by a HOLD operation elapses.

At LLL, ASPOL runs under the Slope operating
system, a version of one of CDC’S systems,which in
turn runs under the LTSS operating system on the
CDC 7600 machines. Typically,the SCDS simulation
requires 10 seconds of translationtime, 5 seconds



of compilation time, 22 seconds of execution time,
and 77 seconds of 1/0 time for a 15-minutemodel
simulationencompassingtwo MFTF shots.

The Model

The system being modelled, the SCDS, is shown
in Figure 1. The model then contains nine CPUS;
eleven disks; seven display channels, one for each
console; and 128 kilobytesof shared memory. The

. shared memory is broken up into one 64-kilobyte
block for general cotmnunication,one 32-kilobyte
block which is used to move the 4 megabytes of
plasma diagnostics data, and one 32- kilobyte block

v which is used for data-baseoperations.
Disks are assumed to have a seek time given by

t=- (d #O),
where

t;in d~ax
b2 = t2-t2,

max min

d is the number of cyliridersover which the heads
are to move, ~in is the single-trackmove time,
and ~ax is the time for the maximum distance
move. This curve is a hyperbolawhich intuitively
seems to have two characteristicsfor smal1 head
motions, the time is more or less independentof
d (i.e., b2 >>d2) for lar e head motions, t is

?proportional to d (i.e., d >>b2). Natural~.y,
for d = O, t = O, and this is accountedfor In the
model.

Also, read and write operations always use the
time for an integer number of sectors to move past
a fixed point.

Thus, a typical disk operation starts with
calculationof a head traverse d by taking the
abso1ute value of the difference between two random
integers each chosen from a uniform distribution
between 1 and the maximum track number for the
particular disk. This difference is then used to
calculate the seek time using the formula given
above. To this is added a latency time chosen from
a uniform distributionover the range zero to one
disk rotation time, and then to this sum is added a
random integer multiple of sector times. The disk
is then reserved,,heldfor this time, and released.

.

.
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For a directory search, an exponentiallydistri-
buted number of these operations are performed with
two modifications. The latency time after the first
seek is assumed to be one revolutionminus sane
small processing time, and the number of sectors
read is always one. The distributionhas an average
value of two in the current model, and, naturally,
the number of operations is an integer.

Three primary processes control most of the
model activity:

. The control panel process

. The display updater process
The shot process

The control panel process, seven copies of
which run continuouslyfrom the start of the
simulation unti1 termination,generate control
panel “button pushes.” That is, at random times
with a normal distribution it is assumed that an
operation initiates a system action. These actions
are classified as

. Bring up a new control panel (40%).

. Bring up a new display (20%).
Change a system parameter (30%).

D Make a request for historical data from
the data-base (10%).

The numbers in parentheses are the relative
proportionsof the various actions. Each action is
performed by a process which uses the various
facilities required for times estimated by the
programmersof the system.

The display updater process is required,
naturally,to simulate the dynamic changing of the
data displayed on the many color-graphicsdisplays
of the console system. This process is actually a
group of processes that do the following:

.

.

.

.

Keep track of when a display (or displays)
need to be updated. (This is the initiator
process.)

Start the necessary processng on the CPU
responsiblefor a display. (This is the
updater process.)

Initiate the actual updating on each CPU
which is currently displaying the particu-
lar display being updated, wait for all
updating to complete, and then terminate
the initiator. (This is the waiter
process.)

Do the necessary processing on the CPUS
containing the display being updated.
(This is the display update process.)

This whole sequence makes use of two tables;
one holds the location of each display currently
being displayed, and the other is a table of al1
available displays which contains the CPU responsi-
ble for a display’smaintenance, whether it is
updated periodically,randomly, or never, the time
to next update, and the period if the update is
periodic.

wTFcmnnclLsKl--

Figure 1
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shot process is again a group of processes:

The shot initiator “awakens” every five
minutes, starts all the remaining shot
processes, waits for all to complete the
arming operations, and then starts the
data CO11ection and storage.

The neutral-beamprocess opens a local
file for temporary storage of the beam
data and then waits for the initiator.
When the initiator releases it, it collects
the beam data, sends them via shared
memory to the data base manager and simul-
taneously writes the data to the local
disk. Twenty copies of this process
execute, using one CPU to simulate the
startup beams, and 24 copies execute on
another CPU for the sustaining system.

The plasma-gun process is similar to the
neutral-beamprocess, but it has consider-
ably less data to handle, and only one
copy executes.

The diagnostics system process is also
similar, except that it runs on its own
CPU, it exists in only one copy, and it
moves blocks of data through shared memory
to the data base manager. Four mi11ion
bytes are transferred,by far the biggest
block of data.

The data base manaaer Drocess receives all
data from the abov~ processes and writes
it onto the big disk of the system.

As might be expected, none of the processes
described above is as clean and “pure” as indicated,
since a number of complicationsand special cases
must be handled, and a number of subsidiary issues
add to the complexity. Nevertheless,the main
framework of the system is as described.

The Results

The results of the studies performed to date
have been credible and useful. There are always
doubts about how wel1 a model 1ike this reflects
reality, but conversationswith variousmembers of
the SCDS group about execution times of various
pieces of code seem to indicate that, if our model
is wrong, at least it is failing in the direction
which is safest, i.e., if the model indicates no
performanceproblems in a specific area, then real
life has a very high probability of not having a
problem in the same area, whereas if the model does

. have a problem in another area, there is a fair
chance that real life may not have a problem in
that area.

—

The model was run initiallywith only operators
● pushing control panel buttons, no display updating,

and no shot-data being CO1lected. This pointed up
some problems with the execution time specified for
a partiCU1ar operation. When this problem was
corrected, it was itnnediatelyclear that operators
pushing buttons posed almost no load to the system.
A response-timetable was prepared that records the
time from button push to operation completion: over
all model runs, the distributionof response times
has changed very little. A typical response time
table is shown in Fig. 2, which was generated from
a model that did not have shqt-data processing
included. All times shown are in milliseconds.

A,POL BATA RKPOnT

TIM Um#s.ss

TA8LC - RIS?OM1 TIM
TABLC S0. 44

m:ll]nw W.,C* slz.8b*
KMIHW 148s.481 ,4 STD. % 37*. *M

#uMmIn or tnn.lt:

CWWLAT 1V!
UPPER LIMIT FMOUKUCV PRO?ON1O# PROPWTZO#

12
16

;
18
1:

4

:
3
s

:
2

.1277

.1792

.#74s

.*832
lnL

. 1*84

.#M7

.942s

.Smt

.9s32

.s319

.#31B

.#]#c

.9113

.#21a

Figure 2
The next item added to the model was’display

updating. A very crude algorithm was implemented
first. This was to update every display once per
second and to simply replace the entire display,
rather than any the changed information. This
scheme choked the shared memory to the point where
the update rate could not be met. Some internal
queues began overflowing to indicate the problem.

The update algorithm was then modified to allow
three kinds of updating:

Periodic
; Random
. None

Further, the amount of data required for
updating a display was reduced to 25% of the
original display size.

The display update algorithm also allows an un-
equal distributionof display activity, i.e., one
machine may be responsible for many more displays
than another, and, independently,a particular dis-
play may appear in O, 1 or many places. (One hun-
dred displays and 27 color CRTs are avai1able in the
model. A display which does not appear on a CRT is
never included in the update algorithm. However, a
new display may be selected by an operator to
replace an old display on a particular CRT and all
of this activity is included in the model.)

After this rather elaborate modification to the
update algorithm, statistics were collected on the
update time (which is measured from the time the
responsibleCPU starts the update until the last
CPU where the display appears has responded and the
responsibleCPU terminates). A table of update
times is given in Fig. 3. Here again, no shot-data
processing is included.
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The inclusionof shot-data processing produced
sane very interestingproblems. Initially,the
entire shared memory was made availablefor handling
shot-data. Three facts emerged from this:

.

.

Shared memory filled up for several tens
of seconds after shot time.

The maximum time for display update
changed from 2312.64 milliseconds to
12118.8 milliseconds. A dramatic increase.

The maximum response time changed from
1489.48 milliseconds to 2187.8
milliseconds.

●

The values for the second and third items above
are aiven in Fias. 2-5. Note the lona tail which
deve~ops in upd~te time (Figs. 3 and ~) as shot-data
processing is included in the model. A similar
phenomenon develops in response time (Figs. 2 and
4), but it is not so pronounced.
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Processing of shot-data (i.e., collection,

transmissionto the data base manager while simul-
taneously recording on the local disk, and the
subsequent recording on the big disk of the data
base manager) was timed as requiring 75 seconds.
When shared memory was doubled in size, it still
filled up and 75 seconds was still required for
processing the shot-data; from this it was
concluded that the big disk--and not the shared
memory--was the bottleneck.

Changing the model slightly so that part of
shared memory was devoted to handling shot-data
while part was devoted to other types of interpro-
cessor cotmnunication(operatoractions and display
updating)did not markedly improve the situation.
Secondly, it was concluded that the long tail on
display updating during shot-data processingwas
due to busy-ness on the part of processors involved
in shot-data processing; hence, they did not
respond well when a display update occurred while
processingwas ongoing.

Figures 6 and 7, are included to show facility
utilization. Figure 6 does not include shot-data
processing,while Fig. 7 does. In both cases, CPU
3 is busy about 60% of the time. This is attributed
to the large display update responsibilityof CPU
3, which has no shot-data responsibility. Figure 8
gives the duties of each of the CPUS.

ASVOL DhTA RE?ORT

TIM sun,.-

ACTUAL 1.”” TIME . 19.416 StCo@D*
ACTUAL cm two . 8765- wRQS

FACILITY STATISTICS

HEA: , ::s Y WPMR w

rACILI?V UT1112ATl~ Ecwcsls trncnnwn

$TORACE $1A71ST1CS

a:u?hnc~x Wmln of

s’rmAcL UT1L12ATIM Rmuts’fs

SIIANIE ❑ n >.03 J .Jzb

D1hCIKW #.a# S.*S : :

MAmlM *,U #.#m

Figure 6

ASPO, DATA fir*0a7

mu Uns9.m

ACWU WI( ?!- . ID.,,, $ccorm,
AcruAL cm USED . *78w9 wOms

TAC1lllV STAT18T[CS

CPU 1 .83
CPU 2

4.6** ,’4s z,

CPU 3
. ● 4.8, s IL,,,

CPU 4
.63 17. s21 ,2*7>

CPU s
. 1s 19.1 U 7,7,
.42

mu 6
la. a74 ,,,27 ,,,

4s
mu 7

y:;:: ,,,8, ‘,,
.17

C?u 8 .43
11s43

11. ssa 2*2*
CPU D .s? 11.669 U,,

,::

BrsK 1
81SU 2
01s!! 1
DISK a
DICK ,
nlw 6
OISK 7
DISK @
OIIK 9
OISK 18
OISK 11

.m

.1.
S8

. I&

.13
1s

. In

.91
##

#:#&

Dlsmnn I .#l
015Pc#n 2

8,19s ,4,,
.ms

DISPCIIII 1
11.0?s Zm

m
DISPCIU 4

24.7s2 n,,
.#l

DIS?CRII s
S.84S ,,,,

.9s
DISPC*N 6

:::Jy ,s,1
.81

DISPCNM 7 .M
1169

21.9W ,,,,

S’fonuc STA1[STICS

CT*C
OccuPAncv nwstn QI

UT1112ATIOI II[A” *X. Uauis’n

Sllmmll .m
o lAGRCM

1#.1, W
.19

421,

uMlu M
.29

.11 1.s3 Ii 487
78s

Figure 7



9.
..... ... .... ... ... .. ... .. .. .. . ..... ... .. .. .... ... .. . .... ... ... . .. ... .. .. .. .. .. ... .. ... . .. FAC, LI,, ES S[C11ON . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

D. E. Knuth and J. L. McNeley, SOL-A Formal
Definition of SOL, IEEE Transactions EC 13,
August 1964,

Kathleen Jensen and Niklaus Wirth, PASCAL
User Manual and Report, 2nd Edition,
Springer-Verlag, 1974.

C-EMT mini ARE mlru CPU, S 1# THIS Svs?ml. 10.
CPU1 1S THE 5V51EM SUPERVI SOI
CPUZ 1S TME lWiCTOfi SUPERVISOR
CPU3 1S THE FACILITIESSUPERVISO~
CPU4 1S THE VESSEL SUPERVISOU
CPU5
~~~~ ARETHE OEM SUPERVISORS....
CPUS 1S THE DIAC#OSTICS OATA PROCESSOR
CPU9 IS THi OATA IASE MWACER,

FACILITV C? U1*),

NoTICE

cO?IWltT THEREAM ELtvctl OISKS,O#C OR EACH CPU PLUS NO &DO IT1lMAL
OISKS ON CPU*.

OISK1 1S A 67 ME CAIY71 DISK
D1SK2 SAME AS I
DISK3

TN*U ARE ALL 1S MIGABVTK DISKS

This report was prepared as an account of work sponsored by the United
States Government. Neither the United States nor the United States
Department of Energy, nor any of their employees, nor anY of their
contractors, subcontractors, or their employees, makes any warrantY,

express or implied, or assumes any legal Iiabifil y or responsibifky for the
accuracy, completeness or usefulness of any information, apparatus,

moduct or process disclosed, or represents that its use would not infringe

DISK7
DISKB 1S A 67 MEGAIvTE DISK
D1SK9 1S A 19 MEGA8VTE DISK
DISK1# IS A 67 MCCASVTE OISX
DISKII 1S A lU UCCABVTE OISK, privately +wned rights

Reference to a company or product name does not imply approval or
recommendation of the product by the University of California or the US.
Department of Energy m the exclusion of others that may be suitable.

FACIL1lV DISKtlll,

Figure 8

Conclusion

To date, the model has been very helpful.,
Because of the language, there was not much effort
was involved in putting the model together, and
results so far have been credible and indic~te that
there are no severe problems in the system. It is
anticipatedthat studies will be continued and the
model refined as the design of SCDS develops
further.
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